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Abstract—Routability and timing are two critical metrics for
modern VLSI circuits. With increasing design complexity and
continuous shrinking of technology nodes, optimizing routability
and timing become extremely expensive due to high computa-
tional overhead for analysis. It is reported that conventional CPU-
based parallelization strategies can no longer scale beyond 8-16
threads. In this talk, we introduce how to accelerate routability
and timing optimization leveraging AI-enabled GPU acceleration.
To break the inter-stage information dependency in conventional
physical design flow, we build AI for EDA models with an open-
source dataset, CircuitNet, to enable ultrafast design optimization
on GPU. We hope our study can shed lights to future development
of EDA tools with AI-enabled heterogenity.

I. INTRODUCTION

Due to the relentless technology scaling and ever-increasing
integration, physical design for VLSI circuits needs to go
through a complicated design flow and becomes extremely
time-consuming. For a million-cell design, it takes days to
weeks for a single physical design iteration, and it is common
to run multiple iterations for design convergence. Let alone
the design sizes for modern SoCs scale to tens of millions
of cells. The semiconductor industry urgently calls for faster
solutions for physical design automation.

Unfortunately, it is very challenging to accelerate physical
design. Firstly, physical design follows a long and iterative
design flow consisting of floorplanning, power planning, place-
ment, clock tree synthesis, routing, routability/timing analysis,
etc., as shown in Figure 1. The information dependency
between design stages pushes away the possibility of task-
level parallelism and raises difficulties in fast cross-stage per-
formance analysis. Secondly, the algorithms in each physical
design stage are often combinations of heuristics, which are
sequential and iterative in nature, causing low parallelism
even in fine granularity. It is observed that CPU-based par-
allelization does not scale beyond 8-16 threads [1]. Therefore,
insisting on the existing physical design methodology can no
longer accelerate design closure. New design methodologies
with algorithm reorganization, redesign, and reformulation are
desired for faster physical design automation.
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Fig. 1: Example of iterative physical design flow.

Existing studies have explored to accelerate typical physical
design stages, including placement [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], routing [16], [17],
[18], [19], timing analysis [20], [21], [22], [23], [24], and so
on, with heterogeneous computing resources like GPU and
FPGA. These studies move one step forward to reorganize and
redesign the existing algorithms for heterogeneous hardware.
However, they still follow the conventional design iterations,
where each design stage relies on performance feedbacks from
the output of succeeding stages to guide optimization. Such
an iterative procedure can significantly slow down the entire
design optimization.

To speed up cross-stage performance analysis, artificial
intelligence (AI) techniques have been adopted for early-stage
performance prediction [25]. The literature has extensively
explored cross-stage performance modeling for routability
[26], [27], [28], [29], [30], [31], [32], timing [33], [34],
[35], [36], [37], power [38], [39], [40], etc. As typical AI
models like deep neural networks are naturally parallelizable
on GPU, they break the inter-stage information dependency
and significantly reduce the runtime. However, most studies



have been only focused on building accurate models, while
very few studies explore the effectiveness of integrating AI
models into optimization.

In this work, we introduce recent efforts to leverage AI-
enabled GPU acceleration for routability and timing optimiza-
tion in physical design. The main idea lies in two aspects:
1) AI-assisted cross-stage modeling; 2) AI-inspired design
optimization. We take advantages of an open-source AI for
EDA dataset, CircuitNet [41], [42], consisting of more than
20K+ data samples from commercial design flow and PDKs,
to build accurate and efficient deep learning models. Experi-
mental results demonstrate that our AI-enabled heterogeneous
acceleration can contribute to over 18× speed-up with com-
petitive performance compared with conventional CPU-based
algorithms.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III provides a brief introduc-
tion about CircuitNet dataset. Section IV explains AI-enabled
GPU acceleration for routability optimization. Section V ex-
plains AI-enabled GPU acceleration for timing optimization.
Section VI concludes the paper.

II. RELATED WORK

In this section, we review the recent efforts to accelerate
physical design stages on heterogeneous platforms and AI-
assisted cross-stage performance modeling.

A. Heterogeneous Acceleration of Physical Design

In this section, we review the recent efforts to accelerate
physical design algorithms on heterogeneous platforms.

1) Acceleration of Placement: Placement determines the
locations of cells in a circuit, which can be divided into global
placement, legalization, and detailed placement. Global place-
ment roughly determines the locations of cells by numerical
optimization. Legalization removes the overlap between cells
to satisify design rules, as the result of global placement does
not guarantee legality. Detailed placement further refines the
locations of cells by incremental movement. Cong et al [2]
present an early work to accelerate the nonlinear optimiza-
tion part of global placement with GPU, while leaving the
clustering part on CPU. Lin et al [5] discover the analogy
between solving placement and training neural networks, and
then propose DREAMPlace with deep-learning-toolkit-enabled
GPU acceleration. It can achieve more than 30× speedup on
wirelength-driven global placement compared with the recent
CPU-based placer [43] without quality degradation. This work
stimulates many follow-up studies like Xplace [8] for ultra-fast
ASIC placement, and elfPlace [13] and OpenPARF [14], [15]
for GPU-accelerated FPGA placement.

Besides global placement, Yang et al [10] investigate to
accelerate mixed-cell-height legalization on GPU and achieve
2-4× speedup. Lin et al [6] and Dhar et al [11] propose many
GPU-accelerated algorithms for detailed placement, including
independent set matching, global swap, local reordering, and
intra-row interleaving. Over 10× speedup can be achieved
compared with CPU-based detailed placement algorithms [44].

Dhar et al [12] also develop an FPGA-accelerated wirelength
computation kernel for FPGA placement.

Note the above studies mostly focus on wirelength opti-
mization, which have not yet taken routability and timing
optimization into consideration.

2) Acceleration of Routing: Routing needs to find shortest
paths for each net on a large routing grid graph. It is extremely
time-consuming for the expensive search of paths for millions
of nets on million-node grid graphs. Routing involves various
algorithms like pattern routing and maze routing. Pattern
routing constrains the routing topology for a net to be specific
patterns like L-shape or Z-shape to reduce the search space.
Maze routing usually performs exhaustive search to find the
shortest path for a net. A typical global routing algorithm often
performs pattern routing first and then invokes maze routing
iteratively to route nets failed during pattern routing. Liu et
al [16] propose FastGR with GPU-accelerated L-shape and
Z-shape pattern routing based on dynamic programming as
well as an efficient task scheduling algorithm. It is reported
that pattern routing can be accelerated by 10× on GPU, and
the entire global routing ends up with over 2× speedup. Lin
et al [17] propose a GPU-friendly maze routing algorithm
called GAMER based on iterative sweeping on a matrix, and
later they put both pattern routing and maze routing on GPU
with carefully designed scheduling and data structures [18].
Eventually, 10× speedup for global routing can be achieved.
Besides GPU acceleration, Jiang et al [19] investigate to
implement a dijkstra-based maze routing algorithm on FPGA
and report 3× speedup on the routing kernel.

3) Acceleration of Timing Analysis: Timing analysis aims
at evaluating how fast a digital circuit can run. It computes
delay and propagates timing information throughout the circuit
graph to analyze whether timing constraints are satisfied. Static
timing analysis (STA) is a widely adopted approach to perform
corner-based checking, which is often invoked at each design
stage to guide optimization. STA becomes computationally
expensive with growing circuit sizes and complexity of timing
models. Guo et al [24] propose to put both delay calculation
and timing propagation on GPU, and demonstrate up to 4×
speedup on single corner analysis, and up to 25× speedup
on multi-corner analysis. Later, Guo et al [45] propose a
GPU-based critical path generation algorithm that can achieve
25-45× speedup in reporting 100K critical paths compared
with the state-of-the-art CPU-based algorithm. Guo et al [23]
propose HeteroCPPR to resolve a specific kind of timing
exception from common path pessimism. They improve the
theoretical complexity of common path pessimism removal
(CPPR) and report up to 16× speedup with 4 GPUs for
completing the analysis of 10K post-CPPR critical paths in
a million-cell design.

These studies have explored to reorganize and redesign
specific algorithms in each design stage to achieve massive
parallelism on heterogeneous platforms. However, they still
cannot break the inter-stage information dependency and rely
on expensive design iterations for convergence, which is not
enough to fundamentally accelerate the physical design flow.



B. AI-Assisted Cross-Stage Performance Modeling

In this section, we review the recent efforts to AI-assisted
cross-stage performance modeling.

1) Routability Modeling: Many studies have investigated to
build ML models for routability prediction in physical design.
As a layout in physical design can be naturally viewed as an
image, existing studies leverage convolutional neural networks
(CNNs) as the backbone of ML models to learn the geometric
correlation [26], [27], [29], [30]. They extract image-like
features from the layout as the input of ML models and
output congestion maps or distribution maps of DRV hotspots.
Another stream of studies start by viewing the circuit netlist
as a graph, and leverage graph neural networks (GNNs) for
routability prediction [28], [31], [32]. The layout information
like the locations of cells is encoded into the attributes of graph
nodes. The topological correlation can be learned through
message passing between graph nodes. Recent studies also try
to combine CNN and GNN to better capture both geometric
and topological information [46].

2) Timing Modeling: Timing modeling aims at predicting
net delay and slacks at early design stages without full
information for exact timing analysis. A typical problem
formulation in physical design is to predict post-routing timing
information at placement stage. Barboza et al [33] propose to
utilize random forest for net delay prediction. He et al [35]
propose to leverage GNN to predict net delay and integrate into
timing propagation to obtain the global timing information in
static timing analysis. Guo et al [34] propose a level-by-level
GNN to jointly learn net delay and global timing information.
Ye et al [36], [37] explore to leverage GNN to close the gap
between static timing analysis and sign-off timing information.

Most studies have been focusing on building accurate ML
models, while very few work looks into effective performance
optimization with ML models.

III. THE CIRCUITNET DATASET

CircuitNet1 is an open-source dataset for AI applications
in chip design. With the development of AI for EDA in
recent years [25], various machine learning (ML) models are
invented to assist the traditional EDA flow to perform better.
However, most researchers have to sacrifice a large amount of
time to generate private datasets to evaluate the effectiveness
of their ML models, which raises the bar for other people,
especially researchers from the ML community, to conduct
interdisciplinary studies and reproduce existing works.

CircuitNet provides user-friendly image-based and graph-
based data extracted from intermediate chip design stages
for building multi-modal ML models. It includes over 20,000
samples with many kinds of chip designs (e.g., CPU, GPU,
and ML accelerators). The chosen chip designs are from
well-developed open-source hardware projects in academia
and industry, whose design quality has been verified by
many users of the hardware community. The CPU designs
include three types of microcontroller-level CPUs from the

1https://circuitnet.github.io/
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Fig. 2: Example of tasks supported by CircuitNet.

academic PULPino project and one high-performance CPU
from the industrial OpenC910 project. The GPU designs in our
dataset come from the academic Vortex project, where designs
contain massive parallel processing units. The ML accelerator
designs come from the industrial NVDLA project with specific
dataflow for ML algorithms. All the designs can be further
configured to generate different hardware samples. Besides,
two types of widely-used technology nodes, including 28nm
planar CMOS and 14nm FinFET, are applied throughout the
complete commercial design flows to these chip designs.

The generation flow is divided into two parts, including
synthesis and physical design. RTL designs are synthesized
with different frequencies to generate netlists. These netlists
are then put into the physical design flow with various set-
tings, e.g., cell utilization, floorplan mode, etc. Between the
intermediate stages of the physical design flow, we conduct the
analysis procedures to evaluate their outcomes with different
metrics, such as congestion, design rule violation (DRV), IR
drop, timing, and power. These data will be viewed as labels
in the ML optimization flow. The features used for these ML
models are translated into image or graph format from the raw
LEF/DEF files, reports, or netlists. It is worth mentioning that
users have the freedom to generate richer features and labels
based on the raw data provided in the dataset.

CircuitNet support multiple ML for EDA tasks, including
routability prediction, IR drop prediction, and timing predic-
tion, as shown in Figure 2. The routability prediction tasks the
placement results as input to predict the severity of congestion
after global routing and potential DRVs after detialed routing.
The characteristics of these tasks are similar to image-to-image
generation, where some works leverage GAN for prediction.
The IR drop prediction is performed after the stage of CTS,
which utilizes the spatial and temporal power data to predict
the IR drop hotspots in the layout. One important factor in this
task is that 3D CNN architecture can be used to handle the
temporal axis of power data. The timing prediction is a multi-
modal ML task, where the inputs of it include the geometric
layout data and the graph-format netlists. To predict the timing
data, the widely-used GNN model is employed on CircuitNet.

https://circuitnet.github.io/


IV. ROUTABILITY MODELING AND OPTIMIZATION

Routability relates to the potential routing quality provided
by the current design solution, and it is largely affected
by placement solutions. Routability estimation at pre-routing
stages is challenging, as we need to model the complex
heuristics in the routing algorithm. This section demonstrates
our techniques to obtain fast and accurate routability prediction
for guiding routability optimization using CircuitNet dataset
on a heterogeneous platform.

A. Routability Modeling using FCN and CircuitNet

Routing is the notably time-consuming stage which can take
over half of the cycle in physical design. Poor routability
introduces more congestion in global routing or more DRVs in
detailed routing, which must be totally solved before tape-out.
Routability is strongly correlated to placement and cannot be
fully optimized solely in routing stage.

Many routability-driven placement methods [47], [48], [49]
leverage early-stage estimator like RUDY [50], or directly
invoke global routing for congestion estimation, but these
methods have either low accuracy or efficiency. To achieve fast
and accurate routability estimation, ML techniques are adopted
[26], [27], [28], [29], [30], [32]. We extract various features
from placement, like cell density, pin density, RUDY [50],
pin RUDY [26], and macro regions, and build ML models to
predict global routing congestion, which is defined as the ratio
of routing demand over routing resource in each global routing
cell (GCell). As both features and labels can be encoded into
images, as shown in Figure 3, we formulate an image-to-image
translation task and adopt a fully convolutional network (FCN)
with a encoder-decoder structure as the backbone of the ML
model. Note that the congestion labels in CircuitNet come
from global routing using Cadence Innovus.

We use the CircuitNet-ISPD15 dataset for training and eval-
uation, a visualization of the features and the label are shown
in 3. This dataset is constructed based on ISPD 2015 detailed-
routability-driven placement contest benchmarks [51]. We gen-
erate 150 data samples using the 5 million-cell superblue
designs for congestion prediction, 30 for each design, through
changing macro locations and core utilizations. We split the 30
samples of superblue12 into six groups and use each group
as a training set. The rest 120 samples of other superblue
designs are used as testing set. Then we train on each group
for 200 iterations and report the average testing accuracy on
the testing set. As building ML models requires large amount
of training data, we first pre-train a model using 10K+ data
samples in CircuitNet-N28, and then fine-tune to the training
set in CircuitNet-ISPD15 utilizing a teacher-student network
[42]. We compare the results of training from scratch (“from
scratch”) and fine-tuning in Table I. With the knowledge
transferred from CircuitNet-N28, much better performance can
be achieved on the testing set, as shown in Table I, denoted
as “fine-tuning”. Compared with running global routing using
Cadence Innovus for congestion evaluation, our FCN model
can achieve 722,705× speedup on GPU in average with a
stable inference time.

(a) Macro Regions (b) RUDY

(c) pin RUDY (d) Congestion

Fig. 3: Visualization of the features (a-c) and label (d) in
CircuitNet-ISPD15.

B. Heterogeneous Routability Optimization

Cell inflation is a typical strategy for routability-driven
placement [47], [48], [49]. Figure 4 demonstrates our GPU-
accelerated routability-driven placement flow, which performs
cell inflation at congested regions based on the routability pre-
diction model in Section IV-A. We extract features like macro
regions, RUDY, and pin RUDY with GPU-accelerated kernels,
and obtain the congestion map through model inference. The
routability optimization is triggered when the density overflow
is under a certain threshold, when cells have been spread
enough for meaningful routability prediction.

We run the routability optimization flow on ISPD2015
benchmarks, and use Cadence Innovus for global routing to
get congestion and wirelength. We demonstrate the results on
the designs in the testing set in Table II. We evaluate routed
wirelength (WL) and congestion rate (CR), defined as:

H-CR =

∑H
i=1

∑V
j=1 Overflow h(i, j)

HV
, (1a)

V-CR =

∑H
i=1

∑V
j=1 Overflow v(i, j)

HV
, (1b)

where H and V are the numbers of horizontal and vertical
GCells. Overflow h and Overflow v are horizontal and
vertical overflow values for GCell (i, j), respectively.

Our routability-driven placement flow can achieve CR re-
duction in all test designs with an average of 26.0% and
28.4% in both horizontal and vertical directions, respectively,
with slight wirelength degradation, compared with the default
wirelength-driven DREAMPlace. Figure 5 shows the runtime
comparison under different design scales. To show the runtime
benefits from AI-assisted routability optimization, we compare
the results of other routability-driven placers reported from a
previous AI-assisted optimization work [52]. Due to different
experimental settings and benchmarks (we set target density to
0.9 to make challenging congestion), we cannot make direct



TABLE I: Accuracy of routability prediction and runtime comparison between FCN model inference and Innovus flow.

Benchmark from scratch fine-tuning Runtime (s)
NRMSE↓ SSIM↑ NRMSE↓ SSIM↑ Innovus FCN Speed-up

superblue11_a 0.081 0.547 0.042 0.709 13002 0.011 1182000
superblue14 0.089 0.382 0.049 0.534 5455 0.011 495910
superblue16_a 0.082 0.524 0.062 0.611 8722 0.011 792910
superblue19 0.092 0.449 0.046 0.621 4620 0.011 420000

Average 0.086 0.476 0.050 0.619 31799 0.011 722705

comparison on routed wirelength and congestion, but we can
still compare the runtime scalability with problem sizes. Note
that such comparison may not be fair, but just to provide a
sense of the potential speed-up we can get. We can see that
AI-assisted approaches can achieve more than 43× speed-
up on average over CPU-based algorithms like NTUplace4dr
[53], as they rely on global routing for routability evaluation.
Our method is also on average 3.4× faster than [52], as they
leverage the gradient of routability prediction models to guide
placement at each iteration, while we trigger the routability
prediction model much less frequently for cell inflation.
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Fig. 4: The AI-assisted heterogeneous routability-driven place-
ment flow.

V. TIMING MODELING AND OPTIMIZATION

Timing is one of the ultimate goals for physical design
due to its direct connection with circuit correctness and
performance. While there has been plenty of room for cir-
cuit optimization during different design stages, it is highly
nontrivial to place timing as one of our design targets, due to
challenges in both timing modeling techniques and timing op-
timization algorithms. This section introduces our techniques
to solve both challenges using the CircuitNet dataset and a
heterogeneous platform.

A. AI-Assisted Timing Modeling using GNN and CircuitNet

Pre-routing design lacks detailed parasitics information of
nets, which makes it difficult to accurately model net delay and
cell loads. During the pre-routing design stages like placement,
it is impossible to perform routing, parasitics extraction, and
timing analysis on every optimization iteration due to the
unacceptable runtime cost. While analytical timing estimation
models can fail to account for complex interconnect effects,
machine learning techniques have shown to be a promising
way to model the timing of interconnects in a data-driven
manner [55], [56], [57], [34], [36], [58]. This requires a
flexible ML model trained under a large and diverse circuit
dataset to yield enough accuracy.

To demonstrate the usefulness of CircuitNet on timing mod-
eling, we use a graph neural network (GNN)-based model from
a state-of-the-art pre-routing net delay prediction work [34].
Our basic idea is inspired by the calculation of Elmore delay
model, which uses dynamic programming (DP) on net trees.
During DP, the sum of subtree capacitive loads is collected
from bottom to top, and the signal delay is propagated from
top to bottom. We model this message-passing strategy as a
GNN layer which we call the net convolution layer.

The net convolution layer is shown in Figure 6. One layer
consists of a graph broadcast operation followed by a graph
reduce operation. The graph broadcast operation sends the
embedding of the net source to all net sinks, and the graph
reduce operation collects the embeddings of net sinks at the
net source. During the reduction, two independent channels are
used with sum and max operations, respectively. We stack 3 of
the net convolution layers to form our net convolution model.
Our model takes the basic features of the unrouted input net
including pin capacitances, pin directions, and input-output
distances. The output embedding of the model on every sink
is the net delay prediction from the source pin to this sink.

We use 10 samples from each design in CircuitNet-N28
and split them into training and testing sets based on designs.
Our experimental results are shown in Table III. Overall, our
GNN model can successfully learn the routing behavior that
is transferable to test circuit designs. Meanwhile, our GNN is
significantly faster than the traditional EDA flow including
global routing and static timing analysis. For example, we
are 7535–15024× faster than the Cadence Innovus flow. Thus
when used in early placement stages, our AI-assisted timing
model introduces low overhead inside optimization iterations.



TABLE II: Routability improvements on ISPD 2015 contest benchmarks [51] using our AI-assisted placement flow1.

Benchmark DREAMPlace Ours [42]
H-CR V-CR WL (e+06 um) H-CR V-CR WL (e+06 um)

superblue11_a 0.0222 0.0151 38.27 0.0239 0.0144 40.10
superblue14 0.1410 0.1508 25.77 0.1347 0.1481 25.87
superblue16_a 0.0719 0.0926 28.48 0.0595 0.0633 29.10
superblue19 0.1906 0.2638 19.65 0.1194 0.1811 20.16

Average 0.1064 0.1306 28.04 0.0844 0.1017 28.81
Ratio 1.260 1.284 0.973 1.000 1.000 1.000

1 superblue12 is used for training, and the rest superblue designs are used to verify the placement results.
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TABLE III: Accuracy of net delay prediction and runtime
comparison between timing GNN model inference and the
Innovus flow.

Benchmark R2
Runtime (s)

Innovus GNN Speed-up

Train

RISCY-a 0.9106 286 0.0212 13473.2
RISCY-b 0.8815 280 0.0186 15024.5

RISCY-FPU-a 0.9021 297 0.0292 10176.9
RISCY-FPU-b 0.8818 292 0.0196 14879.7

Test
zero-riscy-a 0.8938 155 0.0217 7129.2
zero-riscy-b 0.8706 149 0.0198 7535.7

B. AI-Inspired Heterogeneous Timing Optimization

Based on accurate timing modeling, timing optimization in
the placement stage pays attention to timing-critical circuit
regions and paths to prioritize their shortening. The perfor-
mance of a timing-driven placement engine is determined
by its explicitness in timing objective formulation, as well
as its computational overhead compared to wirelength-driven
placement flows. Most widely-used timing-driven optimization
algorithms [59], [60], [61], [62], [63], [64], [65], [66] address
the timing targets in indirect ways like net weighting due
to the indifferentiable timing objectives, which harms their
optimization outcome. Meanwhile, as the performance of
placement engines has reached a new milestone thanks to
GPU-based heterogeneous parallelism [5], the timing opti-
mization algorithm is becoming the performance bottleneck
due to its CPU affinity.

To improve the explicitness of the timing objectives, we
proposed a differentiable timing-driven optimization frame-
work [7]. We noted the analogy between the timing optimiza-
tion problem in placement and the training of a multi-layer
deep neural network (DNN) model, as illustrated in Figure 7.
The trainable weights in a DNN are analogous to the movable
cell locations in placement. The model structure of a DNN
corresponds to the circuit topology of our placement instance.
The output of a DNN is obtained by forward propagating
the hidden representation vectors throughout the DNN layers,
whereas the timing slacks of a circuit are obtained by forward
propagating the arrival times throughout the directed acyclic



graph (DAG) of the design.
Inspired by these analogies, we learn from the training of a

DNN using the back-propagation algorithm. In similar, we can
calculate the gradient of timing objectives to the cell locations
by back-propagating on the circuit topology. By smoothing the
timing corner merges using the log-sum-exp formula, we build
a differentiable timing engine that can be seamlessly integrated
into an existing analytical placement flow.
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Fig. 7: The analogy between a timing analysis engine and a
deep neural network [7].

The differentiable timing-driven placement algorithm can
effectively reduce the timing violations in the placement stage,
thanks to its direct modeling of the timing target. We have run
the algorithm using 8 different netlists from the ICCAD 2015
contest [54], as well as 6 different netlists from CircuitNet. We
list the result of worst negative slack (WNS), total negative
slack (TNS), and wirelength in Table IV and Table V, respec-
tively. Almost all the designs tested witness improvements
in WNS and TNS, without notable wirelength degradation
compared to a non-timing-driven flow. The average WNS
and TNS improvements are 15.0% and 17.6% on CircuitNet,
respectively.

During the placement optimization, the differentiable timing
analysis and optimization are repeatedly invocated within
the inner optimization loop which consists of hundreds to
thousands of iterations. This makes the performance of timing
analysis critical for efficient chip optimization. With the size
of modern circuit designs reaching millions of logic gates
and logic depth reaching hundreds, traditional CPU-based
parallel timing analysis engines fail to deliver reasonable per-
formance due to their poor scalability that saturates at around
16 CPU threads. We solve this scalability challenge using
heterogeneous CPU-GPU parallelism [21]. We develop high-
performance timing analysis kernels covering both forward
slack computation and backward gradient computation.

Figure 8 shows the GPU-accelerated timing-driven place-
ment flow. We implement the kernels as PyTorch operators to
make use of the auto-differentiation algorithm from the exist-
ing ML framework. In addition to the wirelength and density
kernels from DREAMPlace, we add differentiable WNS and
TNS kernels in objective and gradient calculation. Thanks to
the efficient heterogeneous kernels and our AI-inspired differ-
entiable flow, our timing-driven placement engine outperforms
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Density 
Gradient

WNS/TNS 
Gradient

Initial Cell Positions

Update Cell Positions

Update Steiner Trees w. FLUTE

Every 10 iterations

Converge?
No

Otherwise

Legalization

Yes

Output

CPU 
Task
GPU 
Task

Update Parameters

Fig. 8: The AI-inspired heterogeneous timing-driven place-
ment flow [7].

the CPU-based OpenROAD flow [67], [43] and the GPU-
based net weighting flow [66] by a notable gap on runtime.
Figure 9 shows the runtime comparison under different design
scales. We achieved an average 18.9× and 1.8× speed-up over
OpenROAD and net weighting, respectively.

VI. CONCLUSION

In this paper, we have introduced AI-enabled GPU accel-
eration for routability and timing optimization in physical
design. The main idea is to leverage AI-assisted cross-stage
prediction and AI-inspired design optimization to break the
inter-stage information dependency and achieve massive par-
allelism on heterogeneous CPU-GPU platforms. AI-assisted
cross-stage prediction based on an open-source AI for EDA
dataset CircuitNet can achieve thousands of times of speedup
compared with conventional iterative design feedbacks. AI-
inpsired design optimization brings a new way to effectively
optimize timing with GPU-friendly computation workloads.
Our experimental results demonstrate that over 18× speedup
can be achieved on heterogeneous CPU-GPU platforms with
competitive performance compared with conventional CPU-
based approaches. In the future, we plan to extend the method-
ology to other design stages like floorplanning, powerplanning,
and clock tree synthesis.
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